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THE JOURNAL OF SYMBOLIC LOGIC 
Volume 7, Number 4, December 1942 

THE USE OF DOTS AS BRACKETS IN CHURCH'S SYSTEM 
A. M. TURING 

Any logical system, if its use is to be carried beyond a rather elementary stage, 
needs powerful conventions about abbreviations: in particular one usually wants 
to modify the bracketing so as to make the formulae more readable, and also 
possibly shorter. The present note has been written in the belief that Church's 
formulation of the simple theory of types' is particularly suitable as a basis for 
work on that theory, and that it is therefore worth while introducing special 
conventions which take into account the needs of this particular system. The 
conventions which I shall describe are ones which I have used a good deal my- 
self, and have always found adequate. I intend to make use of them in forth- 
coming papers.2 They may be regarded as an extension of Curry's conventions.3 

I shall begin with a general discussion of punctuation by means of groups of 
dots. This general theory is applicable, with some modifications, to Russell's,4 
Quine's,5 and Curry's3 bracketing systems as well as to the present one. 

General bracketing theory. We consider a logical system in which every 
formula is either: 

An irreducible formula (or token in Curry's terminology). 
Of form R(A) where R is a monadic operator and A a formula. 
Of form (A) S(B) where S is a dyadic-operator and A and B are formulae. 
We need not of course enquire further into the nature of the irreducible 

formulae, monadic operators, and dyadic operators, but to fix our ideas we may 
think of irreducible 'formulae as consisting of a single letter with suffixes etc., 
e.g. xa, J;3( ). Typical of monadic operators would be , [3xa] and of dyadic 
operators D and =. The formulae in this sense will be described in future as 
unabbreviated formulae: the word 'formula' without qualification will be liable 
to be used of various kinds of series of symbols. 

We may also recognise another kind of formulae which we call abbreviated 
formulae and which consist of series of symbols which are irreducible formulae, 
brackets, monadic and dyadic operators, and a new kind of symbol called a 
point, which may be thought of as a group of dots. To be an abbreviated 
formula the series of symbols must satisfy the conditions: 

(a) The brackets must be properly paired, i.e., if we go on removing pails of 
brackets which face each other and have no other brackets between them there 
should eventually be no brackets left. The brackets appearing in an abbre- 
viated formula will often be described as 'explicitly shown brackets.' 

Received June 17, 1942. 
1 Alonzo Church, A formulation of the simple theory of types, this JOURNAL, vol. 5 (1940), 

pp. 56-68. 
2 A. M. Turing, Some theorems about Church's system, and The theory of virtual types, 

forthcoming. 
3 H. B. Curry, On the use of dots as brackets in logical expressions, this JOURNAL, vol. 2 

(1937), pp. 26-28. 
4 Whitehead and Russell, Principia mathematical vol. 1, pp. 9-11. 
6 W. V. Quine, Mathematical logic (New York 1940), pp. 37-42. 
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THE USE OF DOTS AS BRACKETS 147 

(b) Of a pair of brackets one must occur adjacent to an operator and one not. 
The expression 'adjacent to an operator' is used here and elsewhere to mean 
'adjacent to a dyadic operator or adjacent to and on the right of a monadic 
operator.' 

(c) If in the formula we replace dyadic operators by 'D', monadic operators 
by 'Ml', irreducible formulae by 'x' and points by ':', calling the result the 
'projected formula,' then the first symbol of a projected abbreviated formula 
must be '(', 'x', or 'M' and the last, ')' or 'x'. A pair of consecutive symbols in 
the projected formula must be 'x)', '(x', '))', 'M(', 'D(', ')D', '(M' or '((' or 
else part of one of the following series of three: 'x:D', 'D:x', 'M:x', '):D', 'D:(', 
'l:(', 'D:M', 'M:M': in the latter case the whole series of three symbols must 
be part of the projected formula. 

We want one and only one formula to correspond to each abbreviated formula. 
Such a correspondence is defined below in terms of an ordering of the points. 
I shall follow Russell's terminology and speak of the earlier of two points in the 
ordering as being of higher power than the other. Curry uses the expression 
'senior to' and Quine, whose points are called 'joints,' uses 'looser than.' The 
power of a point may depend on any formal relationships between the point 
and the formula it occurs in, and varies from system to system. 

The rule for replacing the abbreviated formula by the unabbreviated may be 
put into two forms, of which the first is the more natural theoretically, and the 
second, which seems rather arbitrary, is the easier to apply. 

First form of rule. The rule operates by reducing the number of points 
in the formula whose unabbreviated form is to be found. 

Suppose first that the formula has explicit brackets, e.g. that it is of form 
A(B) C, where A, B, C are not required to be formulae in any special sense, but 
just rows of symbols, and the brackets shown are properly paired. Then the 
unabbreviated form of A(B) C may be obtained from the unabbreviated forms 
E of AwC and F of B by substituting (F) for w in E. The symbol w is to be 
some symbol not occurring in A or C. In other words the interior of an ex- 
plicitly shown bracket is to be worked out as if it were a whole formula, and the 
part of the formula outside the bracket is to be worked out as if the bracketed 
part were a single letter. 

If the formula has no explicitly shown brackets we find the point of highest 
power and replace it by a bracket. This bracket is to be right facing if the point 
is right facing, i.e., if it is on the right of its operator: similarly the bracket is 
left facing if the point is left facing. Another bracket, oppositely facing, must 
be put at one end of the formula to balance the first. 

Second form of rule. We first define the enclosing brackets of a symbol other 
than an explicitly shown bracket. They are paired explicitly shown brackets, 
enclosing the symbol in question, but not enclosing any other pair of brackets 
which enclose the symbol. If the enclosing brackets are always to be defined 
there must be a pair of brackets enclosing the whole formula. We imagine these 
supplied. 

To find the unabbreviated formula we clearly have to replace each point by a 
similarly facing bracket, and to put in a balancing bracket somewhere. The 
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148 A. M. TURING 

interval from the point to the balancing bracket is called the scope of the point: 
in reckoning scopes, points and brackets will be neglected, so that for instance 
if two similarly facing points are to have their partnering brackets immediately 
following one another their scopes will be regarded as ending at the same place. 
The rule for determining the scope is that it is to be as short as possible, subject 
to the following scope condition: 

The balancing bracket j3 of a point ir is either adjacent to one of the enclosing 
brackets of ir, or else to some point p facing oppositely to 7r and having the same 
enclosing brackets as ir, in which case j3 must be on the side of p which is nearer 
to ir. The point p must be of higher power than ir or any point between p and 7r 
facing similarly to ir and having the same enclosing brackets as ir. 

Equivalence theorem. There are three things to be proved about these rules: 
(i) When we use the first rule it does not matter in what order the pairs of 

explicit brackets are taken. 
(ii) The result of applying the first rule to an 'abbreviated formula' (satisfying 

by definition conditions (a), (b), (c) above) is to give us an 'unabbreviated 
formula' as originally defined. 

(iii) The two rules are equivalent. 
To prove (i) let A(B) C be one of the shortest formulae for which the result of 

applying the rule is not unique. We are justified in assuming that explicit 
brackets occur for otherwise the first step in applying the rule is uniquely de- 
termined and consists in introducing brackets. Whatever transformation we 
apply to the formula it remains of the form A'(B') C' where A'w C' is obtained 
from Aw C and B' from B by a (possibly incomplete) application of the rule. 
In particular this is true of the final result of applying the rule. In this case 
A'w C' contains no points: it is therefore the final result of applying the rule to 
Aw C and since Aw C is shorter than A(B) C the formula must be unique. Simi- 
larly B' is unique, and therefore A'(B') C' is unique. The word 'shortest' as 
used in this argument must be interpreted as 'having the smallest number of 
symbols, points however being reckoned as two symbols.' 

To prove (ii) it is sufficient to show that the application of the transformations 
described in the rule always leaves us with an abbreviated formula, and that if 
an abbreviated formula has no points then it is an unabbreviated formula. The 
transformations always consist of the removal of a point and the introduction 
of a pair of brackets. The brackets have no other brackets between them, so 
that the brackets remain properly paired, i.e., (a) remains satisfied. One of the 
brackets replaces a point, and therefore, by (c) applied to the original formula, 
is adjacent to an operator. The other bracket is put in either at the end of the 
formula or adjacent to a similarly facing bracket, facing away from it. It 
cannot be adjacent to an operator, for if it were there would have been an 
operator adjacent to the end of the formula, or to a bracket facing towards it, 
in the original formula, contradicting (c). This shows that (b) remains true. 
To show that (c) remains true we have only to notice that when we replace points 
by similarly facing brackets in the admissible combinations the results are 
made up of admissible combinations, and that admissible combinations always 
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THE USE OF DOTS AS BRACKETS 149 

result when a bracket is introduced at the end of the formula or adjacent to a 
similarly facing bracket. 

To prove the second requirement let us see what condition (c) amounts to 
when there are no points in the formula. The allowable pairs of symbols in 
the projected formula are 'x)', 'M(', 'D(', ')D', '))', '(x', '(M', '((' and a formula 
must start with '(', 'M', or 'x' and end with 'x' or ')'. If it starts with 'x' it 
can only continue with ')' and this bracket can have no partner: i.e., if the 
projected formula starts with 'x' then 'x' is the whole of it. If it starts with 
'M' it continues with '(', and this bracket has a partner, so that the whole is 
of form M(A)B, and by (b) of form M(A). If the formula starts with '(' this 
has a partner which by (b) is adjacent to an operator: i.e., the formula is of 
form (A)DB and therefore of form (A)D(C)E. Applying (b) we see it is of 
form (A)D( C). Thus we have shown that abbreviated formulae without 
points are always either irreducible formulae or of one of the forms R(A) or 
(A)S(B), where R is a monadic and S a dyadic operator. The formulae A and B 
necessarily satisfy the conditions (a), (b), (c) since the whole formula satisfies 
them, and the symbols allowed at the ends of a formula by (c) are just the ones 
which may follow a right facing bracket or precede a left facing bracket: these 
formulae are therefore themselves 'abbreviated formulae.' An induction over 
the length of the formula will now prove that every abbreviated formula without 
points is an unabbreviated formula, as required. 

To prove (iii) notice that the second rule agrees with the first as regards the 
replacement of the points of highest power, for with either rule we may suppose 
that the enclosing brackets of the point to be replaced are at the ends of the 
formula. It will therefore be sufficient to prove that the order of replacement 
of two points may be interchanged when we are using the second rule. 

The case when the two points did not originally have the same enclosing 
brackets is trivial, for then the replacement of the one point does not alter the 
set of symbols having the same enclosing brackets as the other, and therefore 
does not alter its scope. We may therefore suppose that the enclosing brackets 
of both points are at the ends of the formula. We may also suppose that there 
are no other brackets in the formula, for if any pair of brackets, together with 
what is between them, is replaced by a single letter, the scope of neither of the 
points is altered. 

The scopes of two points can never be strictly overlapping. Suppose that 
the scope of one point is limited by brackets a and a of which a is the one further 
to the left, and the other by and a of which y is to the left; also that a is to the 
left of , and that the scopes strictly overlap, so that the brackets form a figure 
like this: 

a 'y , a 

The points from which these brackets arise can be either at a and y, or at a and 
3, or at , and y, or at , and S. The consideration of the last alternative can be 
omitted as it is the same as the first apart from interchange of left and right. 
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150 A. M. TURING 

In the case that the points are at a and -y the brackets a, ,B must satisfy the scope 
condition, so that the point at ,3 must be of higher power than those at a and -y 
or any right facing point between a and A3; in particular it is of higher power than 
those at y and between y and f3, and therefore by the scope condition the bracket 
a partnering y must have the same position as A3, in which case the scopes do not 
strictly overlap. Next suppose that the points are at a and 5. Then applying 
the scope condition to the brackets a and ,3 we find that the point at ,3 is stronger 
than that at ey, and this means that the scope condition cannot be satisfied for 
a point at 5 whose partnering bracket is at ey. Finally suppose that the points 
are at ,3 and -y. Applying the scope condition to -y and 5 we see that either 
-y or some right facing point between it and ,3 is of higher power than fi: but if 
this is so the scope condition cannot be satisfied for a and f3. 

This completes the proof that the scopes of two points can never be strictly 
overlapping, and we now apply it to the interchange of order of removal of 
brackets under the second rule. Suppose that the scope of the first point is 
from a to fi, the point itself being at a, which we suppose to be to the left of A, 
and the scope of the second from y to 3; y being to the left of 6, but no assumption 
being made as to whether the point was at -y or 5. We wish to show that the 
scope of the first point as calculated by the scope condition is unaltered if the 
other point is replaced by its brackets -y, 5. To fix our ideas we suppose that 
the scopes a to ,3 and -y to 5 are as calculated before either pair of brackets has 
been put in. The scope of the first point is certainly unaltered by the replace- 
ment of the second in the case that the scopes do not overlap at all, for then 
neither the points within the interval a to A3, nor the left facing point (or possibly 
bracket) at ,3 can be altered by the introduction of -y and 5, and the application 
of the scope condition gives exactly the same result for the position of ,3. As 
the scopes cannot strictly overlap we must suppose that either the interval a 
to ,3 is wholly contained in the interval y to 5 or wholly contains it. In the first 
case the data for the application of the scope condition to the bracket ,3 are 
again not relevantly altered. If the interval y to 5 is wholly contained in the 
interval a to ,3 we consider separately the possibilities that ,3 might be moved 
farther to the right or farther to the left by the introduction of -y and 5. To 
show that ,3 is not moved farther to the right it will be sufficient to show that the 
interval still satisfies the scope condition. This is certainly the case, for the 
effect of the introduction of -y and 6, so far from introducing new right facing 
points is to enclose some in brackets, thereby as it were disqualifying them, 
and also to remove the point from which y and 5 themselves arose. To show 
that ,3 is not moved farther to the left we have to show that there can be no left 
facing points p between a and ,3 which satisfy the scope condition. Such a 
point would certainly have to be between 6 and A3, for if it were between y and 5 
it would not have the same enclosing brackets as a, and if it were between a 
and y the position of ,3 would have been at p regardless of whether the brackets 
-y and 6 had been put in or not. If p between 5 and ,3 satisfies the scope condi- 
tion, then in the original formula there must have been a right facing point a 
either at y, or in the interval y to 6, which was more powerful than p and less 
powerful than the point at fl. However, as the scope of the bracket -y, 5, if 
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THE USE OF DOTS AS BRACKETS 151 

it arises from a point at ay, extends only as far as 6, there must have been a 
point at 5 more powerful than a and therefore than p and all right facing points in 
the interval a to y. The original position of ,3 would therefore have been the 
position of 5. If on the other hand the brackets y and 5 arise from a point at 
6, then p must have been less powerful than some right facing point a in the 
interval y to 5 without the alternative of a being y itself. We may suppose 
that a is the right facing point of highest power in the interval y to 5. But then 
as the bracket from 5 extends as far as -y, either the point at 5 or some left facing 
point r in the interval a to 5 must be of greater power than a and therefore than 
p: r would then be of higher power than all right facing points in the interval 
a to y and also in the intervals to 6, and therefore would have been the original 
position of f3. 

Jutaxposition and omitted points. In most systems there is some operation 
which is described simply by juxtaposition, without any special operator. In 
Church's system this is the application of a function to its argument; in Russell's 
it is conjunction and in algebra it is multiplication. In such systems the ab- 
breviated formulae will be less restricted than the abbreviated formulae in the 
sense defined here. It is also usual to omit some of the points in the abbre- 
viated formulae, it being understood that a point is to be introduced wherever 
one is necessary in order to satisfy the conditions (a), (b), (c), above. The 
power of such points may be settled at the same time as the other power con- 
ventions. There is one matter which has been left doubtful about the intro- 
duction of these points. When a pair of brackets is adjacent to operators at 
each end one of the brackets must be 'protected' from its operator by a point, 
but only one, in order to satisfy (b); which bracket should it be? The following 
three rules are equivalent: 

(1) One may put in a point in both places. In this case (b) is no longer 
satisfied, and the final result of removing the points, by either of the rules, leaves 
an otiose pair of brackets which have to be removed before we have an unab- 
breviated formula. 

(2) Both points are put in and then the weaker one removed. 
(3) If the conventions below are adopted one may put the point in after the 

brackets. 
With this practical kind of system, where juxtaposition is used and some 

points are omitted, the abbreviated formulae do not satisfy the conditions (b), 
(c) above: they satisfy (a), however, and also (c') below. To distinguish these 
formulae from the abbreviated formulae proper I will call them practicalformulae. 
The conditions (a), (c') are necessary and sufficient for being a practical formula. 

(c') No pair of consecutive symbols in the projected formula may be one of 
the following: '( )', '(:', '(D', ':)', '::', 'M)', 'MD', 'D)', 'DD'. No three con- 
secutive symbols may be 'M:D' or 'D:D'. The projected formula may begin 
only with '(', 'x', or 'M' and may end only with ')' or 'x'. 

From a practical formula we can obtain an abbreviated formula by first 
introducing an operator * to take the place of juxtaposition, and afterwards 
the omitted points. Wherever a point 7r is not adjacent to an operator we re- 
place it by '2r*lr'. We replace ')(' by ')*(', ')A' by ')*A', 'A(' by 'A*(' and 
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152 A. M. TURING 

'A B' by 'A*B' if A and B are irreducible formulae. We then replace the 
omitted points. We may use small circles to represent them: thus the sequences 
x, 'Dx', 'Mx', 'WMi', 'DM' 'xM' ')M' in a projected formula become 
'xoD', 'Dox', 'Mox' 'MoM', 'DoM', 'x0M' ')0M'. The last two of these must be 
again modified by the introduction of *, giving 'xo*oM' and ')o*oM' but the 
process then comes to an end. 

Application to Church's system. In Church's system the irreducible formulae 
are the variables and other single letter formulae, including, if we wish, abbrevia- 
tions such as S.,,,. The monadic operators are A, [x<,], [3x<,], [xj,], Xx,, and [Xxes], 
of which the last two may be regarded as the same so far as the unabbreviated 
formulae are concerned. The dyadic operators are D, v,-, &, = ,,to which 
we may add *. If we adopt the conventions of the last section it is only neces- 
sary to decide on the relative powers of the points in order that the unabbre- 
viated form of a practical formula should be determined. The conventions 
recommended are as follows: 

We divide the operators into two classes: 
Class of high power containing D, v, &, =-, , [x<,], [3x<,], [xa,], [Xxj, ,, 

and others which may be added from time to time such as >, <, /. 
Class of low power containing Xxa, *, and others which may be added from time 

to time such as +, -. 
In the class of high power we distinguish some operators as handicapped: 

these are =, = (and >, <). A point adjacent to an operator in the high 
power class is always of higher power than one in the low power class. In 
the case of two points adjacent to operators of the same class the one with 
the greater number of dots is of the higher power, with the provisos that if the 
operator is handicapped the number of dots must be reduced by one, and that a 
point which is either omitted or represented by . counts as of 'zero dots.' 
Amongst points of the same class, and having the same (corrected) number of 
dots the left facing points are of higher power than the right facing. There is 
no need to decide which shall be the more powerful of two similarly facing points, 
since this is irrelevant to the scope condition, but for definiteness let us say that 
the one on the left is the more powerful. 

The 'unabbreviated formula' which results from a 'practical formula' by 
the application of one of our rules is not strictly speaking a formula of Church's 
system nor even an abbreviation of one which would be recognised by Church. 
If A is the unabbreviated formula, and A(D) the corresponding formula recognized 
by Church, then A(D) is A if it is an irreducible formula, and otherwise is defined 
inductively by the conditions that: 

((A)*(B))(D) is (A(D)B(D)) 

((A)D(B))(D) is [A(D)DB(D)I 

((A)v(B)) (D) is [A(D)vB(D)i] 

etc.; 
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([x,](A))(D) is [(X)A()], 

etc.; 

([XxE]](A)) (D) is (XX A(D)), 

(Xx,(A)) (D) is (exA (D). 

Discussion of the conventions. These power conventions appear to differ 
markedly from the Russell conventions because the operator against which a 
point is placed is made to be of greater effect in determining the power than the 
number of dots. However in Russell's system the operators in our class of low 

power do not occur at all, and the difference must be thought of as a rejection of 
his distinctions between operators for punctuation purposes, together with a 
special new treatment of the new operators. Our 'handicap of one dot' con- 
vention for =, >, etc. may however be regarded as taking the place of some of 
Russell's distinctions. 

It is easy to remember which are the operators in the class of high power. 
They are the ones which normally either operate on propositions or form proposi- 
tions. The ones which are handicapped are those which form propositions 
but do not normally operate on propositions. The case of [Xxa] is exceptional, 
but again it is easy to remember its power because the notation has been made 
analogous to that of the other high power operators. One would not normally 
use the form [Xxaf] unless it is operating on a proposition. 

The reason for adopting our high and low power class conventions is that in 
practice it is extremely seldom that we want the scope of a bracket starting 
from one of the low power operators to include one of the high power operators. 
The low power operators are in fact just the ones that we should use in formalising 
the mathematical formulae in a mathematical book. We should use the high 
power operators in formalizing the English connecting matter. It is hardly 
necessary to point out that a bracket in one of the formulae never pairs with one 
in another formula, with English intervening. Our convention has the desired 
effect of closing automatically all brackets outstanding in the 'mathematical 
formulae' before going on to the English text. The reasons for adopting the 
handicap convention are similar. A bracket starting from an equality sign will 
not usually enclose another high power operator, although a bracket from an 
operator of low power will not enclose an equality sign. 

The convention by which left facing points are made more powerful than right 
facing is convenient to complete the conventions, and is also in agreement 
with two of Church's own conventions, viz. that in the absence of other indica- 
tion association is to the left, and that in the absence of dots an omitted bracket 
has the minimum possible scope. 

The use of square brackets in connection with some of the operators, e.g. 
[3xa], is necessary in a theoretical treatment, but it is not suggested that such a 
notation should be generally adopted. With very few exceptions one can tell 
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whether the round brackets are part of an operator or not. One exception is 
the formula (poo)(q0). 

Examples. (i) As a first example of the effects of our conventions I shall 
take a very simple formula and remove the dots by the first rule. The formula 
which I shall take is ab.c and even this will be found quite sufficiently com- 
plicated for the purpose. We must first transform the 'practical formula' into 
an 'abbreviated formula' by introducing the operator *, and the points O. This 
gives us a0*0b.*.c. We now take the point of highest power, which is the one 
following the b and replace it by a bracket facing left, i.e., away from its operator, 
and balance it with a bracket at the left end, giving us (a0*0b)*.c. We now 
have to evaluate separately a0*0b and t*.c. The stronger point in a0*0b is the 
left one and this formula is therefore equivalent to (a)*0b, i.e., to the result of 
substituting (a) for v in the unabbreviated form of i7*ob, i.e., in t7*(b). The 
unabbreviated form of (a0*0b) is therefore ((a)*(b)): also the unabbreviated 
form of t*.c is t*(c), and therefore the unabbreviated form of (a0*0b)*.c is the 
result of substituting ((a)*(b)) for t in t*(c), i.e., is ((a)*(b))*(c). Transforming 
this back to a formula of Church's system, properly speaking, we get ((ab)c). 

In the remaining examples -we will always use the second rule. No type 
suffixes will be shown. 

(ii) We will first deal with formulae without operators, or at least without 
operators of high power. As one example, 

(a((cd) (e(fg)))) 
can be abbreviated to 

a :.cd :e.fg. 
As another, 

a.cd.efg 
is an abbreviation of 

((a(cd)) ((ef)g)). 
The association to the left rule has been used here: in other words we have had 
to apply the rule that a dot is more powerful in its left facing than its right facing 
aspect. The structure of a formula is often more easily taken in if we slightly 
increase the number of dots and do not rely on this rule, e.g. the same formula 
may be written 

a.cd:efg, 
or again as 

axcd:ef.g. 

Similarly it is often not advisable to replace all of the brackets in a formula by 
dots. As a group of dots never replaces more than four brackets it can hardly 
ever be worth while having as many as six dots, say, in a group. A few dots 
can however be made to go a long way by mixing them judiciously with ex- 
plicitly shown brackets, e.g. 
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bc.d::.e: :f:.g:h.ij 

is the best form of a certain formula when expressed without any explicit 
brackets, but 

bc.d :e.f(g :h.ij) 

is a much better form of it. 
As an example of a formula involving X, 

h:.XfAx.fx:g 

is an abbreviation of 

(h((Xf(Xx(fx)))g)). 

(iii) As an example of a more general type of formula, 

[ml . Nm D [p] . Np D m S:pS.m 

is an abbreviation of 

[m]((Nm) D ([p]((Np) D (mS S((pS)m)))))). 

If we did not have the 'handicap of one dot' convention we should have to put in 
a dot after 'Np D'. In this case the effect is slight, but sometimes it can be 
considerable, e.g. without the convention 

[x] . x=y & y=z D x=z 

would have to become 

[x] :x=y.&.y=z. D.x=z. 

(iv) The expressions 

p D . q D: r v s . &t u 

and 

p D (q D ((r v s) & t)) & u 

and 

p D (q D .r v s & t) & u 

are all abbreviations of the same formula. Notice that in the first of these 
expressions the bracket starting after 'p D' does not close when we reach the 
stronger point on the left of '& t', 'Lccause the former is reinforced by the even 
stronger point after 'q D'. The most legible form of this formula, if it is standing 
by itself, is probably 

p D :q D :r vs. & t :& u. 

(v) A formula similar to the last example in one respect is 

p D q & r, 
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which with our conventions is an abbreviation of 

(p D q) & r, 

but with Russell's or Church's conventions would be an abbreviation of 

p D (q & r) 

on account of the subdivision of our 'class of high power' into smaller classes of 
different powers. 

(vi) Normally we shall not want to put dots against equality signs, or other 
operators which form propositions but do not operate on propositions. A 
typical exception is 

[7Xa] - goaxa D foaXa = ya. 

Another type of freak formula, difficult to abbreviate, occurs when we have 
functions which take propositions as arguments, e.g. 

hao(po D qo). 

The only way of avoiding explicit brackets in such a case is to express the implica- 
tion, not with the implication operator but with the implication function C., 
thus 

hao.Cooopoqo. 

KINGIS COLLEGE, CAMBRIDGE 

This content downloaded from 139.30.4.76 on Thu, 18 Jun 2015 08:18:09 UTC
All use subject to JSTOR Terms and Conditions

http://www.jstor.org/page/info/about/policies/terms.jsp

	Article Contents
	p. 146
	p. 147
	p. 148
	p. 149
	p. 150
	p. 151
	p. 152
	p. 153
	p. 154
	p. 155
	p. 156

	Issue Table of Contents
	Journal of Symbolic Logic, Vol. 7, No. 4 (Dec., 1942) pp. 133-180
	A System of Axiomatic Set Theory: Part IV. General Set Theory [pp. 133-145]
	The Use of Dots as Brackets in Church's System [pp. 146-156]
	On Existence Conditions for Elements and Classes [pp. 157-159]
	Conditions Affecting the Application of Symbolic Logic [pp. 160-168]
	Reviews
	Review: untitled [pp. 169-170]
	Review: untitled [pp. 170]
	Review: untitled [pp. 170]
	Review: untitled [pp. 170-171]
	Review: untitled [pp. 171]
	Review: untitled [pp. 171]
	Review: untitled [pp. 171]
	Review: untitled [pp. 171-172]
	Review: untitled [pp. 172]
	Review: untitled [pp. 172]
	Review: untitled [pp. 172-173]
	Review: untitled [pp. 173]
	Review: untitled [pp. 173]
	Review: untitled [pp. 174]
	Review: untitled [pp. 174]
	Review: untitled [pp. 174]
	Review: untitled [pp. 174]
	Further Citations [pp. 174-175]

	Institutional Contributing Subscribers to the Journal of Symbolic Logic [pp. 176]
	List of Officers and Members of the Association for Symbolic Logic [pp. 177-180]



